~at p_'l:lbO‘b AW ? S

NN NN &

INIYY PIa

Do Monthly Labor Force Surveys Affect Interviewees’
Labor Market Behavior? Evidence from Israel’s
Transition from Quarterly to Monthly Surveys

Haggay Etkeg

Discussion Paper No. 2014.06
September 2014

Research Department, Bank of Isralettp://www.boi.org.il
* Haggay Etkes, Research Department — E-rhaifjgay@boi.org.il Phone: 972-2-6552581

The author would like to thank the Israeli CentBalreau of Statistics (CBS), and specifically Mark
Feldman and Alona Shemesh, for supplying the unitptaset of the monthly and quarterly LFS, and for
their extensive help in explaining the merits aimdithtions of the LFS. Osnat Peled and Adi Brender
provided detailed invaluable comments. This analydso benefitted from the comments of Neomi
Hausman, Ori Hefetz, Shirlee Lichtman, Charles Maridoam Zussman, and participants in the Bank of
Israel Research Department seminar. All mistakesldibe ascribed to the author only.

Any views expressed in the Discussion Paper Ser@® those of the
author and do not necessatrily reflect those of thBank of Israel

91007 ©OWVYP 780 TN DNV P12 ,7PNNN NDLN
Research Department, Bank of Israel, POB 780, 9l@0rsalem, Israel



Do Monthly Labor Force Surveys Affect Interviewees’Labor Market Behavior?

Evidence from Israel’s Transition from Quarterly to Monthly Surveys

Haggay Etkes

Abstract

This study provides evidence for the impact of rhbninterviews conducted for the Israeli
Labor Force Surveys (LFSs) on estimated flows betwkabor Force (LF) statuses and on
coefficients in fixed-effects estimations. The studses the natural experiment of parallel
interviews forthe quarterly andthe monthly LFSs in Israel in 2011 for demonstrating that the
Labor Force Participation (LFP) rate of Jewish pesswho participated in theonthly LFS
increased between interviews, while in thearterly LFS it decreased. Interestingly, the
estimated impact on the LFP rate of self-reporiimjviduals is 2.6-3.5 percentage points while
the impact on the LFP rate of individuals whoseadaas reported by another member of their
household (a proxy), is lower and statisticallyigngficant. The relative increase of the LFP rate
in the monthly survey is a result of a lower rateexit from the LF and a somewhat higher rate
of entry into the LF relative to these flows in tipgarterly survey. These differing flows have a
bearing on labor search models as the monthly gypedrays a labor market with less friction
and a “steady state” LFP rate that is 5.9 percenpmints higher than the quarterly survey. The
study also demonstrates that monthly interviewscaf& specific group (45—-64 year-olds); thus
the sign of coefficient of age as an explanatonyaléde in fixed-effects regressions on LFP is

negative in the monthly survey and positive ingarterly survey.
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I. Introduction

Longitudinal surveys, also known as panel survays,widely used in the social sciences
as a prime statistical source. These surveys pkayaole in empirical analyses of changes over
time, such as flows into and out of the labor fo{lc€). In addition, panel surveys are frequently
analyzed with fixed-effects (FE) to control for uoserved time-invariant personal
characteristics. The present study highlights amatl panel-conditioning bias in such analyses
originated by interview frequency (monthly vs. dedy).

Specifically, we examine a natural experiment afrafiel quarterly and monthly
interviews for the Israeli Labor Force Surveys (LkSlate 2011, during the transition from the
former survey to the latter. In the monthly LFSau$ehold is interviewed during four successive
months as in the US-CPS, while in the quarterlyweyra household was interviewed in the
parallel first and fourth months as common in th&lES. This natural experiment allows us to
examine the impact of the additional interviewstfoe monthly LFS, during the second and third
months after a household entered the sample, @omes reported in the fourth month in both
surveys.

We document: (i) The Labor Force Participation (LF&e among self-reporting persons
in the monthly survey increased between interview2.6—3.5 percentage points relative to the
quarterly survey. The impact on other individualshese details were provided by another
member of the household (a proxy)—is lower andstteally insignificant; (ii) The LFP rate of
self-reporting persons increased between interviemthe monthly survey due to the smaller
flows out from the LF and the somewhat larger flomte the LF in the monthly LFS relative to
the quarterly LFS. The monthly LFS therefore pgrra labor market with less friction in
comparison to the market as portrayed by the guwartirvey. Specifically, the computed
“steady state” LFP rate in the monthly LFS is apprately 5.9 percentage points higher than in
the quarterly survey; (iii) The above findings arenounced mainly among 45-64 year-old self-
reporting persons. As a result, the estimated miefit of age as an explanatory variable in a FE
regression on LFP is negative in the monthly sutvel positive in the quarterly survey. The
above findings are presumably the result of pamelditioning, that is the effect of being
interviewed on subsequent reported results, amatgreself-reporting persons.

The rest of the paper is structured as follows: &t section reviews literature on panel
conditioning in social sciences. Section Il deses the structure of the monthly and quarterly
surveys, and focuses on the different samplinguigagies of households in the surveys. Section
IV presents the empirical strategy. Section V piegi empirical evidence for the impact of
sampling frequency on LF outcomes in a cross-seatisub-sample (Section V-1) and in a panel
sub-sample (Section V-II). Section V-1l also docuntsethe differing flows between LF statuses
in the quarterly and monthly surveys, which havarimg for search models. Section VI
documents the heterogeneity of the effect by adctwapparently biases coefficients of age in



FE regressions on the LFP rate and regressioriewe$ between labor market statuses. Section
VII concludes the study.

II. Panel Conditioning in Social Sciences

Concerns regarding the impact of interviews in paoeveys on subsequent reported or
actual results—also known in various fields of abdciences apanel conditioning, time in
sample effect, andmere measurement effect'—are not new in the social sciences: Seven decades
ago, Lazarfeld (1940:128) hypothesized in the odnté public opinion polls that repeated
interviews are likely to influence respondentsnogms by increasing interviewees' awareness of
the issues examined in the surveys. Increased aessalue to surveys may also affactal
economic behavior, as Morwitz and Fitzsimons (20@h)d Stango and Zimnan (2011)
documented regarding consumers (see belofipally, repeated interviews can also affect
reported behavior: veteran interviewees may alter theimeans in order to reduce the burden of
the interview. In addition, familiarity with the stey questionnaire may help interviewees avoid
reporting self-stigmatizing information (such asngeunemployed). The last two mechanisms
were suggested in Halpern-Manners and Warre's |20udly ofpanel conditioning in the CPS,
which is the US counterpart of the Israeli LFS gpatl here.

Some social scientists tested the effects of beumyeyed on subsequent actual and
reported behavior: Political scientists providedhecevidence that being surveyed regarding the
intention to participate in elections increasedittterviewees' actual voting rate (Clausen, 1968;
Kraut and McConahay, 1973; and Traugott and Katd$ir9). In the context of education,
Murry et al. (1988) provide evidence that studemtisose schools were surveyed for 5
subsequent years regarding smoking habits had Ismeking rates than students in similar—as
yet un-surveyed—schools. On the other hand, O\&uiliet al. (2004) demonstrated that patients
given a questionnaire regarding health on a ranthasis resorted to health-care screening
slightly faster than "control" patients. Nevertlese the authors did not find any effect on
absolute service uptake.

Surveys may also affect subsequent estimated ecoramtivity. In this respect, marketing
literature acknowledges theere measurement effect, that is, the effect of intention questions
(how likely are you to buy X) on subsequent consubahavior (Morwitz et al. 1993). Morwitz
and Fitzsimons (2004) provided evidence that génetant questions (“how likely are you to
buy a car”, without mentioning a specific brandjiuence consumer behavior by means of a

! The impact of surveys that is examined here &teeltoself-prophecy andquestion behavior effectsin which

the questions about their future behavior indu@ngks in subsequent behavior. Yet, in this studyctimtent
of the questionnaire is similar in the quarterlylan the monthly surveys and it does not deriverdsailts,
only the frequency of the interviews.

2 Empirical evidence on limited attention effectattlis people’s tendency to overlook some conse@seat
their behavior, is surveyed in Della Vigna (2009).



psychological mechanism of changing the accessibifi attitudes towards specific optiohs.
Surveys may affect households’ financial decisighsecent economic study provides evidence
that households that responded to an Internet-baseeky on expenditures and needs in
retirement reduced theactual non-housing saving rate by 3.5 percentage porss§ley et al.,
2014). Stango and Zinma (2011) provide evidence ithdividuals who face questions on
overdraft fees are less likely to incur such aife¢he following two years. In any event, this
literature should make economists aware of thesbdity of the effect of surveys on economic
behavior, even though few economists have exanthisdssue.

In the context of Labor Force Surveys, Kruger et(aD14) examinedyroup rotation
bias—the tendency for LF statistics to vary systeméliiday month in sample—in the American
CPS. They documented that since the redesign ofC#8 in 1994 unemployment rates of
veteran panels are lower than the rates of freaklpaue to exits from the LF and not due to an
increase in employment. This bias became stromg#rd last two decades as the non-response
rate to the CPS declinédruger et al. (2014) claim that there is no evigethat the change in
the group-rotation bias is driven by the "Heiseglderinciple”, the effect of being interviewed in
the past on subsequent results. Yet, they do douuthat self-reported responses had a larger
bias than proxy-reported responses both beforedtiesign of survey in 1994 and afterwards
(Table A3).We interpret the different patterns gfoup rotation bias between self-reported and proxy
reported responses both in the US-CPS and in thelil$FS as evidence for such "Heisenberg Prietipl
that affects only the interviewees.

The impact of surveys oactual behavior is tested by Zwane et al. (2011) in a series of
experiments regarding health and micro-credit inettgping economies. The most relevant
experiment for our study examines the impact of fleguency of interviewing a household
regarding the source of domestic water supply oremteeatment and child diarrhea in Kenya. In
this experiment, the "treated" households were eyigdt in 18 bi-weekly rounds, while the
"control” group was surveyed 3 times every 6 monilie surveys included questions about the
households’ water sources and health status, arahalysis of a sample from the households’
water tanks. The "treated" househotdported fewer cases of child diarrhea, aadually used
chlorine to disinfect drinking water more oftenhthie less frequently surveyed "control” group.
The latter result suggests that the act of beieguently surveyed sometimes affeatsual
behavior. Zwane et al. (2011) report on two other healthtesl studies which indicate that a
survey could affecactual behavior. On the other hand, two micro-credit stsidailed to detect

% More recently Sprott et al. (2006) chose to uttifig marketing literature on “mere measurementcéfigith
similar literature in psychology on the “self-praaly effect”, under a new term, “question-behaviteat”.

* Halpern-Manners and Warren (2011) compared obsengin the first and the second waves, and
documented that the LFP rate in the CPS decreashks second wave due to unemployed persons letheng
labor force and becoming non-participants. Theygested that this pattern is driven by interviewees'
preference for avoiding the stigmatized statusnafmployment.



such an impact on behavior. The authors conclutatithe impact of surveys on subsequent
behavior is context dependent.

One of the main results of this study—namely thédewce for a significant panel
conditioning effect on estimates of labor marketw$—may cast doubt on the validity of
estimated flows used in macro-economic analysetheflabor market (e.g. Blanchard and
Diamond, 1990; Hall, 2005; Shimer, 2007). Similaubdts were raised by Abowd and Zellner
(1985) as well as by Poterba and Summers (£98@)o used re-interviews in the American
CPS, which were conducted a week after the origimékrview, for correcting initial
"misclassification” in the labor force stafu€ur results cast doubt on the validity of this inoet
as it finds that re-interviews are likely to bedsd by the panel conditionirig.

In short, the social sciences are familiar with ttencept that interviews may affect
interviewees' subsequeattual andreported behavior. The literature suggests several plagisibl
reasons for such an effect in the economic contasking the interviewees aware of certain
options, incentives to minimize the duration of theerview, and a preference for giving non-
stigmatizing answers. Some studies provide suggestidence for such an effect, while few
studies provide solid evidence. The firmest evigeiscprovided by Zwane et al. (2011) in the
context of health in developing societies. On thleephand, evidence fqanel conditioning in
regular surveys such as the LFS/CPS in developeidtss is weak. The present study opts to
fill this gap by demonstrating that the frequendy imterviews—a specific type of panel
conditioning—affects subsequent reported outcomesiding the rare period, in which the
Israeli CBS conducted both the quarterly and thatiiyg LFS.

[ll. Data: Structure of the Israeli Quarterly and M onthly Labor Force Surveys

The Israeli Labor Force Surveys have been conductgdlarly by the Israeli Central
Bureau of Statistics (CBS) since 1954. The survegsmate the LF characteristics of the
civilian® labor force aged 15 and above, including: emplaymeanemployment and being
outside the labor force. The quarterly LFS was ghild until 2011 (inclusive) while the official
publication of the monthly survey begun in 2012.

This study uses the rare episode: the paralleladiper of the quarterly and the monthly
surveys in late 2011 along the transition from fbener to the latter. The quarterly and the

®>Bound et al. (2001) survey the literature on mesment errors in household surveys including LFS.

® presumably, the misclassification errors inflatieel transitions in and out of unemployment andrpged a
dynamic US labor market.

" Harley et al. (2005) also criticized the use ofrterviews as a bench-mark for “true” data becahsere-
interview sample may not be representative of tR8§ @s a whole due to a lower response rate.

8 Excluding military personnel, who are defined ai outside of the labor force. The official mdgtiabor
force survey starting in 2012 includes militarysmnel as employed persons.



monthly surveys share many basic features: Theg wenducted by the same governmental
agency, the CBS, using the same legal powensd the interviews were based on the same
guestionnaire. Both surveys are household survetts,one person providing the information on
himself and acting as a proxy who provides infoiorabn other members of the household. The
empirical analysis here uses the distinction betwssdf-reported data and proxy-reported data in
order to differentiate between the aforementiongd4) mechanisms that may generate panel
conditioning.

Differences do, however, exist between these tweeys: The main difference, on which
this study is based, is the differing frequencywdtich households were interviewed in the
qguarterly and monthly surveys. In the 2-2-2 rotadiostructure of the quarterly survey, a
household was interviewed in two successive guarneas left for two successive quarters, and
then interviewed again for two successive quarte®re being dropped from the sample.
Typically, a household was interviewed in the sarainal month in the quarter (for example,
July and October 2009 and 2010-the first montihénthird and the fourth quarters). In the 4-8-4
rotational structure of the monthly survey, a htwvadg was interviewed during four successive
months, was left for eight months, and intervievegghin for 4 months before being dropped
from the sample. In fact, the Israeli quarterly LIESimilar to the rotational structure in some
countries in Europe while monthly LFS has the samtational structure as the American CPS.

Figure 1: Rotational Structure of Quarterly and Monthly LFSs and Relevant Period of
Employment and Unemployment

Quarterly Survey

1st znd 3rd 4th
interview interview interview interview
L 1 1 1
[ i 1 i )
Phase 1 4q > 8
Monthly Survey
1st 4th 5th 8th
interview interview interview interview
L 1 1 1 1 1 1 1
[ I 1 i | i I I )
Phase 1 2 3 4 5 6 7 8
\ J\ Y )\ )
4 Months 8 Months 4 Months
1st Wave 2"d Wave

° The CBS is the official statistical agency in Eravhose mission and powers are defined in thés8ts
Order, 1972. One of the legal powers of the CB® idemand that interviewees give truthful answerthe
interviewers.



We map the quarterly rotation into the monthly tiota referring in both surveys to the
timing of the eight planned interviews in the mdwythurvey as "phases" (see Figure 1). The
mapping shows that in both surveys, households weerviewed in the first and fourth
phases/months after entering the survey; but onlgyhe monthly survey were households
sampled in the second and third phases as wellsétmlds in both surveys then had a break of
eight months. Finally, in both surveys householdzsewninterviewed in the fifth and eighth
phases, but only those in the monthly survey waterviewed in the sixth and the seventh
phases.

These rotational structures enable us to testrtipacdt of frequent interviewing on LF
characteristics. Specifically, we compare househahterviewed in four successive months in
the monthly LFS with households sampled only in plagallel first and fourth months in the
qguarterly LFS. For example, we can test the impathe additional interviews in phases 2 and 3
on LF outcomes in phase 4. The main analysis harasés on the first wave of interviews
(phases 1-4) and only reports basic statisticshfersecond wave (phases 5:*8Notably, the
status of employment (unemployment) is defined ttoe last week (4 weeks) before the
interview, and it is therefore possible that moythterviews could affect these outcomes.

Table 1 demonstrates the rotational process duhadfirst wave (phases 1-4). Row A
depicts the interviews of the panel whose firseivew was in July 2011: households in the
quarterly survey (left side in Table 1) were intewed in July and in October 2011 for the
second time, while households in the monthly survigit side in Table 1) were interviewed in
four successive months, in July, August, SepterahdrOctober 2011. Each month a fresh panel
entered the sample and veteran panels were saagéea, left out, or dropped from the sample.
Every month the sample included fresh panels atetare panels. For example, in October 2011
households in the quarterly panels of July and ataevere interviewed for the first and second
time (column iv in Table 1), while households i timonthly panels of July-August-September-
October 2011 were interviewed for the first/foufitbspective) time (column xiii in Table 1).

These rotational structures enable us to carryvonisets of exercises:

e A cross-sectional comparison of observations fraffler@nt panels at 2011:Q4 (columns iv—
vi and x—xii). For example, we can compare theed#hce between the LF outcomes of
panels of July—September 2011—which were interviefge the second time in the quarterly
survey and for the fourth time in the monthly syrvewith the panels of October—December
2011—which were interviewed for the first time retquarter in both surveys.

e A panel analysis which examines the change in Li€mnes of thesame individuals over
time (rows A—C). An example is estimation of theege in employment rate of the panel of

1% comparison of the second wave of interviews (ph&s@®) between the quarterly and the monthly ssrvey
does not identify the impact of frequent sampliegduse the household participating in the montinyey in
the transition period in late 2011 were not intewed in 2010, while those participating in the terdy
survey were interviewed back in 2010.



September 2011, between September and Decemberir2@id two surveys. In December,
households in the monthly survey were interviewadttie fourth time, while households in
the quarterly survey were interviewed for the sectime. By its very nature, the panel
analysis—unlike the cross-sectional analysis—fo#ldlae same individuals and enables us to
examine the impact of frequent sampling on the $ld@stween LF statuses (for example, the
flow from ot into LF).

Table 1: Investigation of Panels in the First Wavef Interviews, July-December 2011

Quarterly LFS | | Monthly LFS
Month of survey
Panel — “First | Jul |Aug| Sep| Oct| Nov| Dec Jul | Aug | Sep| Oct| Nov| Dec
1 Interview™ i ii ili iv v Vi X Xi Xii | xiii | xiv | xv
A 7-2011 T 2 1" 2 3 4
B 8-2011 1" 2 1" 2 3 4
C 9-2011 1" 2 7| 2 3 4
D 10-2011 1" 11 2 3
E 11-2011 1" 1" | 2
F 12-2011 1" 1"

Notes The numbers in the table cells designate thenatdiumber of the interview held in that month. Egample,
the monthly panel of September 2011 was interviefoethe fourth time in December 2011.

* The panels in the monthly LFS, whose “dateirdt finvestigation” preceded July 2011.

H Home visit; undesignated interviews were coneldaver the phone.

There are additional differences which may affaat @nalysis of the impact of interview
frequency on LF outcomes. Firstly, the quarterlySLEovered a representative sample of the
Israeli adult (15+) population every quarter (cohsniv—vi in Table 1), while the monthly survey
covered the Israeli population every month (colur)nThis difference is expressed in the size
of the samples: the sample of the quarterly summelpdes 22,500 peopleer quarter and the
sample of the monthly survey is 21,500 peggdemonth.

The surveys also differed in the investigation @eérduring which those conducting the
CBS surveys sought out a household in order tovi®e its members. The investigation period
of a household in the quarterly survey was the rdeteant week (the week in which the
household was originally scheduled to be interviwand an additional three weeks. The
investigation period in the monthly survey was die¢erminant week and an additional week. As
a result, the non-response rate and the attrittd@ in the monthly survey are higher in the
monthly data;" which may result in a selection bias. We treat fiotential bias by dropping the

' Data on response rate in the sub-sample of theteglyaand monthly surveys used in this study are
unavailable. Yet, we can compare the responsdndte quarterly survey in 2011 (87.1 percent) Wigher
than the response rate in the monthly survey ir2Z82.1 percent) as expected because of the Intewiew
period in the quarterly survey (CBS, 2013, p. Tdllel; CBS, 2014, p. 7).



observations from the third and fourth weeks atterdeterminant week in the quarterly survey,
and thus making the investigation period in our gianequal-?

Two additional differences in the design and immatation of the surveys are not likely
to have a differential impact on the LF outcomespinases; hence it is plausible that these
differences have no effect on our main results. filsg presumably, phase-neutral difference is
the sampling frame: The quarterly survey was basedunicipal tax files, while the monthly
survey is based on the Building and Dwelling Reyisifter anchoring dwellings to statistical
areas. The latter database includes municipalilescds well as additional data and the sampling
units in the monthly survey are therefore likelyo® more homogeneous. The sampling frame is
used only in the first phase and accordingly, tifier@nces between the sampling frames in the
two surveys are likely to be phase-neutral.

The second presumed phase-neutral difference istipeal: The CBS recruited a fresh
team of survey takers for the monthly survey in2Cdnd in January 2012 it laid-off or assigned
to different positions the veteran surveyors emgdbyn the quarterly survey. This may have
generated a learning-by-doing effect in the monthdyey, and lax efforts to elicit and record
data by the veteran staff of the quarterly survey.

Finally, the LF outcomes of Arab'sin the monthly and quarterly LFS are very diffaren
For example, the unemployment rate of Arabs inntleathly survey is double the corresponding
rate in the quarterly survey. Cohen et. al (forthow), used LFS administrative data in order to
examine the reasons for these differences. Thaybasihe different outcomes to differences in
the interview methods employed in the Arab seatothe two surveys. We exclude the Arab
population from this study in order to avoid susterview-method differences.

IV. Empirical strategy and Balancing Tests

The following empirical analyses compare labor éooutcomes of observations from the
quarterly and the monthly LFS, which were sampledheases 1 and 4, as defined above. We
present two sets of exercises: The first compaifisreht individuals at different phases
(repeated cross-section), while the second follitvessame individuals over phases (panel). Both
the cross-sectional and the panel analyses enable examine the impact of the monthly
interviews in phases 2 and 3 on the levels of LéRployment and unemployment rates, but
only the panel analysis examines flows of transgibetween LF statuses.

2 The observations from the third and fourth weelesabout 12 percent of the observations in the hipnt
LFS.

3 The Israeli LFS samples Arab citizens and Arakdezgs who live in the State of Israel, but notia West
Bank or Gaza.
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The estimation of the impact of the monthly intews on the levels of the variables that
are of interest, such as LFP rate, is based onffar®ice in Difference (DID) estimation. It
compares the changes in the level of the variattlas are of interest in the quarterly and
monthly surveys. Some specifications include cdsatfor personal characteristics, and in some
panel estimations they also include fixed-effeais ihdividuals. Formally we estimate the
following DID equation:

* Yi¢ = P1 - Monthly; + f,phase4;, + f3 - Monthly; , - phased;; + yX;, + €;¢

Wherey;; is the variable that is of intered¥jonthly; is a dummy variable designating the
monthly survey;Phase4; is a dummy variable for data collected in phas&i4s a vector of
personal characteristics such as education, agehame district; and; is an error term. The
coefficient of interest ig;, which estimates the change in outcomes in thetmhosurvey
relative to the change in outcomes in the quartsutyey. A positive and significag suggest
that monthly interviews had a positive impact oa léwvel ofy; ;.

In addition, in the panel analysis we estimateesgjons of flows such as exit from LF and
entry into LF between phase 1 in 2011:Q3 and phase011:Q4.

(**)  Flow; = B;Monthly; + yX; + €;

WhereFlow; is, for example, the share of entrants into then_phase 4 out of those who were
outside the LF in phase 1, or the share of dropioots the LF of those who were active in phase
1. The other variables are as defined above. Thabla of interest is the coefficient of the
Monthly dummy variablef;), which denotes the difference between the flawthe quarterly
survey and in the monthly survey.

The cross-sectional and panel analyses complenaeht @her: The cross-sectional data
resemble the data used for the estimation of affitF statistics, but they may suffer from
attrition. In contrast, by its very nature the gamalysis monitors individuals over time and can
therefore provide clues about the impact of frequsampling on flows between labor force
statuses and on attrition, which are not obsemeéhe cross-sectional analysis.

Balancing Tests

There are few reasons to test whether the quaedymonthly surveys are balanced: First, the
process of sampling the data for quarterly and hgnéurveys was based on a similar but

somewhat different sampling frame. In additionisitinclear whether the sub-samples in phases
1 and 4—which we compare separately in the crosiesal analysis—are balanced.
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The balancing tests between the quarterly and rmosthiveys in thepanel sub-samples
are presented in the left section of Table 2. Wegare the personal characteristics of these
individuals as recorded in the first interviéTypically, the monthly and quarterly sub-samples
in the panel dataset are balanced. The main excsptre the number of years of schooling,
which is higher by approximately 0.4 years in thenthly data, and the higher rate of currently
studying individuals.

The balancing tests in the cross-sectional sub-kanght section in Table 2) include
separate balancing tests for phase 1 and phasel 4 difference in differences (DID) estimator
of the personal characteristics. The separate tialgntests may expose trends that are
observable over the phases, and the DID estimaes¢svhether the hypothetical differing trends
add up to significant differences in these obsdesbSuch differing trends could explain
patterns which might otherwise be attributed toftequent interviewing in the monthly survey.
As previously mentioned, most variables are baldnbat "schooling" and "currently studying”
are not balanced. Moreover, the difference betweemuarterly and monthly samples is smaller
in phase 4, which suggests that the relative sagaif individuals in the quarterly survey
increased. This relative increase in schoolingxgeeted to increase the LFP and employment
rates in the quarterly sample, and to bias thdteeagainst the main result of this study: monthly
interviews increased the LFP and employment réteany case, the DID estimates suggest that
different trends in schooling between the monthhd aguarterly surveys are statistically
insignificant.

Another imbalance in the cross-section data issthtéstically significant larger share of
married individuals in the monthly survey in phdsthan in the quarterly survey. However, the
magnitude of the difference is small (2 percent) tms imbalance is not likely to have a major
impact on our uncontrolled results. In the emplraaalysis below, we chose to correct for the
above-mentioned imbalances by controlling for tlagable.

We also note that the share of self-reporting ilgials is balanced both in the panel and
in the cross-sectional sub-samples. This balanamp®rtant for the empirical analysis here,
which differentiates between the impact of intewiGequency on self-reported and proxy-
reported data.

14 Comparison of the data supplied at the first irieav avoids a potential bias resulting from vesfions
with past information used in the monthly surveyt bhot in the quarterly survey. Such verificati@ifected
data collected in the second-eights interviewdtHermonthly survey.
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Table 2: Tests for Balancing between Quarterly andonthly Surveys in the Panel and the Cross-sectioBub-samples

Cross Section Sub-sample
Balanced Panel Sub-sample Phase 1 Phase 4 DID
Quarterly Monthly Difference| Quarterly Monthly Difference| Quarterly Monthly Difference | Phase 4-1
Female 0.532 0.531 0.001 0.52C 0.524 -0.004 0.53C 0.52¢ 0.0(1 -0.003
(0.009) (0.008) (0.012) | (0.008) (0.007) (0.010) (0.008) (0.006) (0.010)  0(T)
Age 5651 5.62¢ 0.02: 5.600 5.507 0.090 5.557 5.519 0.037 0.053
(Grouped)* (0.052) (0.044) (0.068) |  (0.048) (0.039) (0.062) (0.045) (0.037) (0.058)  1(08)
Immigrants 0.392 0.371 0.01¢ 0.381 0.371 0.010 0.388 0.368 0.020 -0.010
(Olim)? (0.009) (0.007) (0.011)*|  (0.083) (0.064) (0.010) (0.077) (0.062)  (0.010)F* 0.G21)
Married 0.604 0.622 -0.017 0.601 0.576 0.025 0.595 0.592 0.002 0.023
(0.009) (0.007) (0.011) | (0.084) (0.065)  (0.011)**|  (0.077) (0.064) (0.010) (0.017)
Schooling 13181 13621 -0.36( 13.202 13.707 -0.505 13.242 13.633 -0.391 -0.127
(0.066) (0.053)  (0.084)***|  (0.068) (0.046)  (0.077)***  (0.058) (0.045)  (0.07B)*| (0.131)
Currently 0.124 0.136 -0.013 0.128 0.170 -0.04p 0.141 0.161 0.024 -0.021
Studying (0.006) (0.005) (0.008)* (0.006) (0.005)  (0.008)** (0.005) (0.005)  (0.007)**  (0.014)
Residents of Tel- Aviv &  0.50C 0491 0.00¢ 0.473 0.487 -0.014 0.501 0.498 0.003 -0.018
Central Districts (0.009) (0.008) (0.012) | (0.085) (0.066) (0.011) (0.008) (0.065) (0.010)  0mE®)
Self-Reported 0.434 0.430 0.00< 0.430 0.417 0.012 0.429 0.417 0.012 0.000
Information (0.008) (0.007) (0.012) | (0.008) (0.01) (0.011) (0.007) (0.006) (0.010 @ap
Obs. 3,05¢ 4,19C 3,423 5,667 4,389 5,907
Notes:

1. The micro data available do not list the age ircBjgeyears. The data in the table are the aveeagkSD of the following age groups are: 1: 15-17; 2
18-24; 3: 25-29; 4: 30-34; 5: 35-44; 6: 45-54;5299; 8: 60-64; 9: 65-69; 10: 70-74; 11: 75+.

2. Immigrants who arrived after 1990.

3. The panel dataset includes individuals who entétedsample in 2011:Q3 and were interviewed in theth phase as well. The data in the balancing
tests for the panel data refer to the first ph&seluding mis-reported observations with more than 50 yeérscbooling. Schooling as reported in
September for the purpose of measuring schoolimgpeated interviews differed in the quarterly ammhthly surveys.
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V. Empirical Analysis
V-A. Cross-sectional analysis

The cross-sectional analysis examines a datasetwash households sampled in either the
quarterly or the monthly LFS in 2011:Q4. The aver&a§P rate of males in the monthly survey
is significantly higher than in the quarterly sw\&3.0 percent and 61.1 percent, respectively;
p-value ~0.001). There is also a similar but smalhel statistically insignificant difference in the
female LFP rate between the two surveys (59.4 peremd 58.6 percent, respectively).
Similarly, among males the employment rate in thentmly survey is higher than in the
quarterly survey (58.9 percent and 57.7 percespaetively), but this difference among females
iIs much smaller (55.5 percent and 55.2 percenpertvely) and statistically insignificant. The
following analysis pools together the data on buo#ies and females.

Figure 2: Labor Force Activity by Survey Frequencyand Gender
(October—December 2011)

Labor Force Participation Employment Rate
64% 60%
m Quarterly N Quarterly
63% - 59% , -
® Monthly B Monthly
62% -
58%
61% -
57% -
60% -
56% -
59% -
55%
58% -

57% -

56% -

54% -

53% -
Male Female Male Female

Source: Israeli CBS, LFS.

Figure 3 documents the pattern underlying the hidlié rate in the monthly survey: At
phase 1, the LFP rate in the monthly survey isalgtone percentage point less than the rate in
the quarterly survey. The LFP rate in the quartstdyey then has a negative trend over the
phases, while it displays a positive trend in thenthly survey, at least until phase 7. In short,
the LFP rate in the monthly survey increased olierpghaseselative to the same rate in the
quarterly survey.
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Figure 3: Labor Force Participation by Survey Frequency and Phase
(October—December 2011)

® Quarterly ——-Monthly
62.0% |
—
615% @ — Bl
I/

61.0% /.
60.5% m N 1
60.0%
59.5% |
59.0%
58.5%

1 2 3 4 5 6 7 8

Phase

Source: LFS.

The upward trend of the LFP in the monthly survey ats downward trend in the
quarterly survey result mainly from parallel trendsn the employment rate
(employees/population, see Figure 4), rather tlam fthe unemployed over population ratio.
While the employment rate in the quarterly survegrdases in most of the phases, the monthly
employment rate increases throughout the firstaseb, and declines between phase 7 and phase
8. The overall decline between phases 5 and 8eimmtbnthly survey is more moderate than the
parallel decline in the quarterly survey. Even e second wave of interviews (phases 5-8)
therefore, the employment rate in the monthly LkSeased relative to the quarterly LFS.

Figure 4. Employment Rate by Survey Frequency and Rase
(October—December 2011)

® Quarterly ——Monthly
58.5% T T I T
58.0% L
l-—""./ \

57.5% o

i
57.0% /
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Source: LFS.
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The crude relative increase of LFP and the employmages may be the result of changing
personal characteristics between the phases codphareorder to account for observable
characteristics, we estimated the impact of thetiadd! interviews in the monthly survey with a
DID regression (specification * in p. 11) usinga#&tom the first wave of interviews (phases 1-
4).15

Table 3 presents the DID regression on the LFP(lafieside) and employment rate (right
side) without (columns i and iv) and with contré¢®lumns ii, iii, v and vi). The crude DID
estimates are barely statistically significant. Adgthe controls for personal characteristics and
adding district FE makes the estimated impact nsgaificant, while hardly affecting its
magnitude. Notably, the estimated effect on theleympent rate is somewhat larger than on the
LFP rate.

Table 3: Labor Force Participation and Employment Rates
(Phases 1 and 4; October—December 2011)

Labor Force Participation Employment rate
[ i i iv v Vi
Monthly LFS*100 -0.91 -252 -0.32 -1.41 -2.79 -1.03
(1.13) | (1.11)* (0.92) (1.12) | (1.05)* | (0.96)
Phase 4*100 -2.40 -2.34 -2.30 -1.49 -1.47 -1.46
(1.04) | (1.08)** | (0.97)** (1.16) (1.12) (1.10)
Monthly LFS * 2.84 3.06 2.45 2.77 3.05 2.53
Phase 4 *100 (1.70) | (1.71)* | (1.14)* (1.63) (1.61)* | (1.32)*
Personal
Characteristics N Y Y N N Y
Month of Survey
FE N N Y N Y Y
Sub-district FE N N Y N N Y
R? 0.0003 0.084 0.413 0.0002 0.081 0.387
N 19,044 18,760 18,760 19,044 18,760 18,760

Note: Robust SE clustered by sub-district.

We differentiate between data on a self-reportelividual and data reported by a proxy
(another member of the household) in order to gaideeper understanding of the potential
mechanisms underlying the above-mentioned pattefndarger impact on self-reporting
individuals compared with proxy-reported individsi@bnforms to an increase of actual LFP due
to increased awareness or a higher reported LEPreatilting from a preference for not giving
self-stigmatizing information (by not admitting tmemployment). On the other hand, a similar
impact of monthly interviews on self-reporting apcbxy-reported individuals conforms to a
preference for reducing the length of the interviddg Table 4 suggests, the impact of the

!> The regressions analysis excludes data from ttensewave (phases 5-8), for the reasons explainedea
(Footnote 10).
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additional interviews on the LFP rate among sgbieréing individuals (columns i—iii) is almost
double the impact among proxy-reported individu@slumns iv—vi). Similar results are
reported for the employment rate in the appendiab{@ 4A in the appendix). This result
suggests that increased awareness and/or refrdmimggiving self-stigmatizing information are
the potential mechanisms underlying the estimatiedteof the frequent interviews.

The cross-sectional analysis does not inform us®flynamics, that is, the flows between
LF statuses which underlie the main result of g@per: the relative increase of the LFP and the
employment rates with the frequency of intervieNgither can it be taken as ruling out the
possibility that this pattern is the result of ie&sed attrition caused either by the frequent
interviews themselves or by the shorter periochgéstigation in the monthly survey (see p. 9).
These issues are addressed in the following paradysis.

Table 4: Cross-sectional DID Estimates of Labor Fare Participation by Reporter
(Phases 1 and 4; October—December 2011)

Self-Reporting Individuals Proxy Reported Individuals
i ii iii iv Y, Vi
Monthly LES*100 -0.65 -2.58 -0.59 -0.94 -1.69 -047
(1.47) (1.36)* (1.47) (1.35) (1.42) (1.04)
Phase 4*100 -2.27 -2.0C -0.44 -2.48 -2.56 -3.76
(1.38) (1.31) (1.60) (1.35)* (1.37)* | (1.04)***
Monthly LFS * 4.10 4.11 3.00 1.95 2.23 1.89
Phase 4 *100 (1.77)* (1.87)** (1.60)* (2.28) (2.37) (1.96)
Personal
Characteristics N Y Y N Y Y
Month of Survey
FE N N Y N N Y
Sub-district FE N N Y N N Y
R? 0.001 0.117 0.431 0.00043 0.084 0.41p
N 8,035 7,949 8,431 11,009 10,8111 10,811

Note: Robust SE clustered by sub-district.

V-B. Panel analysis

The panel analysis follows individuals who were phed in 2011:Q3 for the first time

(phase 1), and who were interviewed again in PAake&ing 2011:Q4. The interviews in Phase 4
were the second interviews in the quarterly suraeg typically, the fourth interviews in the
monthly survey. We use a balanced panel which Imgtcoction does not suffer from attrition.
As noted above, the data on individuals whose ifitstrview was in 2011:Q3 are not designed to
be similar to those who were sampled in 2011:Q4.tkese two reasons, we do not expect the
estimates of the panel sample to be equal to tremkntioned estimates in the cross-sectional
analysis.
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Table 5 presents indications for the LF activity inflividuals who were interviewed
personally and who reported their own employmetuitiein both phase and phase 4 (columns
i—iv), and for individuals whose information wagpoeted by a proxy in phasesafid/or phase 4
(columns v-viii). The table presents the crude ages and SE of the LFP and the employment
rates, the phase 4—phase 1 differences for thaeglyaand the monthly surveys, as well as the
Difference-In-Differences (DID) estimate.

Interestingly, among self-reporting individuals,ethFP rate in the quarterly survey
declined by 1.8 percentage points while in the mignsurvey it increased by 0.8 percentage
points. The resulting simple DID estimate for theact of the additional interviews in phases 2
and 3 on the LFP rate in phase 4 of self-repomeéd/iduals is 2.6 percentage points (Table 5,
columns i-ii). This crudeun-clustered DID estimate is statistically insignificant plausibly
because of serial correlation. As with the crosgigeal analysis, most of the effect derives from
changes in the reported employment rate (colummrsv)i and the apparent impact on
unemployment is minor and statistically insignifita(not reported). By contrast, among
individuals whose details were reported by a prtayther household member), the trends of
the LFP and the employment rates in the quarterty monthly surveys were almost identical,
and the resulting DID is low and even negativeyouls v—viii).

Table 5: Labor Force Participation and Employment Rates by Survey Frequency and Phase
(Percent, Persons who entered the sample in 20)1:Q3

Self-Reported in Phases 1 and 4 Reported by A Proxy Phase 1 or Phase 4
Labor Force Employment Labor Force Employment
Participation Rate Participation Rate
Q M Q M Q M Q M
i ii iii iv v Vi Vil viii
Phase 1 63.1 64.9 59.6 61.1 57.2 59.3 53.9 55.4
(1.5) (1.5) (1.6) (1.3) (1.1) (0.9) (1.1) (0.9)
Phase 2 65.1 60.9 59.7 55.1
(1.4) (1.4) (1.0 (1.0
Phase 3 66.3 61.7 59.7 55.7
(1.4) (1.4) (1.0) (1.0)
Phase 4 61.6 66.0 58.9 61.6 57.1 59.0 54.7 56.6
(1.5) (1.3) (1.4) (1.3) (1.1) (0.9) (1.1) (0.9)
Difference -1.4 1.1 -0.7 0.4 -0.1 -0.3 0.8 0.2
Phase 1-4| (2.2 (1.8) (2.2) (1.9) (1.6) (1.3) (1.4) (1.3)
DID 2.5 1.3 -0.2 -0.6
Q-M*T (1.1)* (1.0 (0.8) (0.9)
N 979 1,335 979 1,335| 1,959 2,854 1,959 2,854
Notes:

Q — Quarterly Survey; M — Monthly survey.
T SE clustered by individuals.
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We tested the impact of the monthly interviews ba LFP rate with DID estimates,
which account for serial correlation by clusterihg SE for individuals. In these estimates, the
DID estimator for self-reporting individuals becosngtatistically significant (Table 6, columns
i—iii). Controlling for observable characteristiosfor personal FE (column iii) does not alter the
estimate, suggesting that the correlation betwbennbalances in the panel sub-sample and the
impact of the monthly interviews on the LFP ratenegligible. As previously, there was no
evidence for monthly interviews impacting the reteat behavior of individuals whose data were
provided by a proxy (columns iv—vi).

Table 6: Difference in Differences Estimates of th&ffect of Monthly Interviews on LFP
by the Identity of the Information Provider
(Persons who entered the sample in 2011:Q3, balgvareel)

Self-Reporting Individuals in | Individuals Reported by Proxy
Phases 1 and 4 in Phase 1 or Phase 4
i ii iii iv v vi
Monthly LFS*100 1.8¢ -0.11 1.7¢ 2.0¢
(2.00) (1.51) (1.42) (1.17)*
Q4*100 -1.44 -1.2C -1.4: 0.04 -0.41 0.1¢
(0.85)* (0.86) (0.82) (0.69) (0.69) (0.62)
Monthly LFS* 2.47 2.3¢ 2.4¢ -0.14 -0.22 -0.21
Q4*100 (1.09)** (1.11)* (1.06)** (0.90) (1.05) (0.89)
Controlling For N v N N Y N
Personal
Characteristics
Controlling For
Personal FE N N Y N N Y
R2 0.001 0.42¢ 0.001 0.000¢ 0.35( 0.000(
N 4,66 4,627 4,66 9,71: 9,56¢ 9,71:

Notes:
1. SE are clustered by individuals.
2. Personal Characteristics include age, schoolingdee district of residence.
3. R?inthe FE specifications (columns iii & vi) arearall R.

Table 7 decomposes the impact of monthly interviewsthe level of LFP among self-
reporting individuals into flows from and to the by regressions (specification **, p. 11). The
sub-sample in the regressions of LF exit includd&reporting individuals who were in LF in
phase 1. The dependent variable is 1 for thoselefhdhe LF in phase 4 and O for those who
stayed in the LF. The sub-sample in the regressmindF entry includes self-reporting
individuals who were outside the LF in phase 1. Tependent variable is 1 for those who
entered the LF, and O for those who stayed outsidd_F. Columns i and iii present the crude
regressions, and columns ii and iv present regresswith controls for such observations as age,
schooling, gender and district of residence.

The data in Table 7 show that monthly interviewduee reported exit from LF and have
an insignificant impact on entry to the LF. The miagde is large considering the size of the
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flows in the quarterly surveys: the exit rate ie thonthly surveys (6.31 percent, the sum of the
coefficients in column i) is approximately a quattess than the exit rate in the quarterly survey
(8.58 percent), and the entry flow in the monthlyvey (6.92 percent) is double that in the
quarterly survey (3.38). It is possible that mowtiniterviews induced self-reporting individuals
who were active in the LF in the past, to repodt tthey are still active. Indeed, it is plausible
that people white-lying by providing information igh was true until recently. We cannot rule
out the possibility that monthly interviews provioigerviewees with an incentive to stay in their
present job or to seek a job.

Table 7: Regressions of Flows Out of and Into thedbor Force on LFS Frequency,
Self-Reporting Individuals (Persons who entered the sample in 2011:Q3)

Dep. Variable: Exit Enter
Labor Force Labor Force
i ii iii iv
Monthly LFS*100 -2.21 -2.2¢ 3.5¢ 1.92
(1.18)* (1.15)*** (1.94)* (1.92)
Constant 8.5¢ N.A 3.3¢ N.A
(2.07)** (3.02)
Personal
Characteristics N Y N Y
R® 0.00z 0.02¢ 0.00¢ 0.117
N 1,48¢ 1,481 82¢ 81t
Notes:

1. SE are clustered by individuals.
2. Personal Characteristics include age, schoolinggdge district of residence.

As documented above (Table 7), the moderate implantonthly interviews on the LFP
rate results from a somewhat larger inflow of peophtering the LF and of a smaller outflow
from the LF following the month-after-month inteews. These LF flows play a fundamental
role in search models, including in the estimatdremployment and unemployment in steady
state equilibrium (a large literature developedoiwing Blanchard and Diamond, 1990). It is
possible to approximate a naive "steady state" 1€ under the assumption that the flows are
constant [LFPss=inflow/(inflow+ outflow)]. The rdssiof this study—namely that the frequency
of interviews affect the flows between labor fostatuses—therefore reveal a potential bias in
such macro-labor analyses.

Table 8 documents the LF inflow (outflow) as a mdin of the non-participant
(participant) population in the sample of both sefforted and proxy-reported responses, as is
usual in the search literature. The base LFP mdtélse quarterly and monthly surveys— which
define the denominators of the proportions—werghbusimilar. The sample in Table 8 includes
all Jewish individuals in the balanced panel, aotl anly the self-reporting individuals as in
Table 7, with the result that the flows here aralten than those above. The inflow to LF in the
monthly survey was higher by 1.7 percentage pdiahtin the quarterly survey. The outflow
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from the LF in the monthly survey was 0.5 perceatpgints less than in the quarterly survey.
Both differences are statistically insignificant.

These differences in the flows imply markedly diéiet levels of LFP rates in "steady
state" (the last row in Table 8). While the impustelady state LFP rate in the quarterly survey is
55.9 percent, the imputed rate in the monthly syrige 61.8 percent, a difference of 5.9
percentage points. These results suggest thatughhthe LFP rate could be expected to
converge downwards according to the quarterly syrtree monthly data suggest that the rate is
close to the LF in "steady state". Indeed, the tgulgrsurvey “reflects” a labor market with more
frictions than that “reflected” by the monthly seg As the surveys were conducted in the same
period in the same economy, it is plausible thaséhdifferent expressions of the situation in the
labor market resulted from the differing frequenéynterviews.

Table 8: Flows From and Into the Labor Force by Suvey Frequency, Phases 1 and 4
(Percent, Persons who entered the sample in 201bal8ced panel)

Quarterly | Monthly Difference
[ i iii
LFP 590.1 61.1 -2.0
rates in2011:Q3 (0.82) (0.75) (1.17)*
[3,568] [4,265] [7,833]
Entering 9.3 11.0 -1.7
Labor Force (0.84) (0.77) (1.16)
[1,200] [1,628] [2,828]
Leaving 7.4 6.8 0.5
Labor Force (0.62) (0.49) (0.8)
[1,738] [2,608] [4,744]
LFP in "Steady State" 55.9 61.8 5.9

Entering LF — the proportion of individuals who erd the LF to non-participants.
Leaving LF — the proportion of individuals who Iéfie LF to participants.

LFPss Labor Force Participation rate in steady state §earch model;
LFPs=Entering LF/( Entering LF +Leaving LF)

SE in parentheses; number of observations in btacke

We can conclude that the first wave of the crossisgal analysis and the panel analysis
provides evidence that monthly interviews incretisereported LFP rate and the employment
rate. The magnitude of the impact on the level BPLrate of self-reporting individuals is
moderate: an increase of 2.5-3.5 percentage poinphase 4 relative to an LFP rate of 66
percent in the quarterly survey. However, its intpaic the estimated flows of self-reporting
individuals between LF statuses is considerablativel to the flows themselves. The differing
flows out from and into LF result in a markedlyfdient “steady state” LFP rate in the monthly
and quarterly surveys.
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VI. Implications for Fixed Effects Estimations of Heterogeneous Effects

The psychological mechanisms, such as increasedeaess or avoidance of self-
stigmatizing replies, may have a heterogeneousdtpadifferent groups. The left side of Table
9 presents DID estimates of the impact of monthigvays on LFP rate in the panel dataset
stratified by age groups. It documents that moshefeffect of monthly interviews in the pooled
estimations comes from self-reporting persons ageé4: In all specifications (cross section,
panel, and exit from LF) this group exhibits a istatally significant and economically high
tendency to be in the LF following monthly interwig In all specifications, the estimated impact
is about 5.5-6.25 percentage points. In contrastetfect on persons aged 25-44 is essentially
zero, and the effect on persons outside the prigeetd (25-64 years old) is not precisely
estimated. The right side of Table 9 documents laimyet smaller and less statistically
significant patterns regarding the impact of moptulrveys on employment.

Table 9: Estimates of the Effect of Monthly Intervews on
LFP and Exit from LF / Employment and Exit from Emp loyment
(Self-reportingpersons who entered the sample in 2011:Q3, balgvereel)

Labor Force Participation Employment
Depend(EEtPVarlabIe. Dependent Depgrndpﬁgixzu?ble. Dependent
Variable: Variable:
Cross FE Panel | Exit from Cross FE Panel | Exit from
Sectional | Estimator LF Sectional | Estimator | Employ-
Estimator Estimator ment
[ i iii iv Vv vi
All Ages 4.4¢ 2.4¢ -2.02 4.4¢ 1.37 -0.57
(pooled) | (L.77)* (1.07)* (1.18)* (1.69)* (1.01) (1.12)
15-24 12.5¢ -2.4¢ 6.57 8.7¢ -4.5¢ 12.0¢
years old (10.87) (6.97) (6.67) (14.16) (5.61) (8.08)
25-44 0.5¢ -0.1C 0.1< 1.5C 0.0C 0.57
years old (2.11) (1.81) (1.51) (2.29) (1.81) (1.49)
45-64 5.52 5.97 -6.2¢F 6.0C 3.8¢ -3.917
yearsold | (3.16)* (1.94)%** (1.90)*** (3.67)* (1.75)* (1.71)
64+ 1.0Z 0.7t 4.5¢ 0.5¢ -0.0¢ 5.2t
years old (3.37) (1.63) (7.07) (3.12) (1.51) (7.19)

Notes:
1. Regression coefficients are multiplied by 100
2. The cross-section and exit-flow regressions inclemi#rols for personal characteristics, excludigg,and
FE for subdistrict of residence. The panel regoessinclude FE for individuals.
3. SE are clustered by subdistrict in the cross-seaticegressions and by individuals in the paneleggjons.

At this stage we can only speculate regarding #esans for the pronounced impact
among 45-64 year-old interviewees. Perhaps, oldeniiewees are more affected by the self-
stigmatizing mechanisms than younger interviewé®s. find no reason to assume that the
increased awareness mechanism affects older iatee@is more than younger ones.
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The heterogeneous effect of the frequent interdigwage group suggests that interview
frequency may bias regression estimates of thecedgm between LFP rate and age. We test
this suggestion by regressing LFP on the interaatibage (grouped) with dummy variables for
the monthly and quarterly surveys.

Vit = b1 Quarterly;, - age;; + B, - Monthly;, - age;; + B3 - Monthly; + yX;; + €;;

Where Quarterly;; and Monthly;; are dummy variables designating the frequency haf t
interviews, agg is the individual's age (grouped), and:Xs a vector of other personal
characteristics. This regression allows us tottesdifference between the coefficients of age in
regressions based on the two surveys by a simpgetRuarterly; ;- age: = Monthly; - ager). We
sharpen the results by focusing on prime-age iddads to capture the different effects between
younger adults (25-44 years old) and older addtis§4 years old).

Table 10 presents the coefficients of the aboveessipn,which do not include FE, and
demonstrates that there is no significant diffeeclbetween the association of LFP and age in the
qguarterly and monthly surveys. In contrast, theresgion coefficients of estimations of the
association between LFP and ageegressions with FE and the association between age and
exit from LF are markedly different: In the FE siieation, the coefficient of age is positive in
the quarterly sample(6.73 percentage-poinincreasein LFP for each age group) and negative
in the monthly sample(8 percentage-poindlecrease in.FP for eachage group) Similarly, the

Table 10: Association between Age Group and LF Outenes by Survey Frequency
(Self-reporting25-64 year-old persons who entered the samplelih: 28, balanced panel)

Dependent Variable: Labor Force Participation Exit from LF
[ ii iii iv v
Age (grouped)* -7.11 -6.83 10.68 1.9¢ 1.90
Quarterly Survey*100 (1.32)*** (1.31)*** (8.05) (1.06)* (2.07)*
Age (grouped)* -5.7€ -5.44 -15.41 -1.C8 -0.9¢
Monthly Survey*100 (0.88)*** (1.12)% (7.08) (0.65) (0.64)
Monthly LFS*100 -9.50 -9.62 14.0€ 13.15
(9.31) (9.24) (6.79)* (6.81)*
Q4*100 -2.47 -2.48 -2.35
(1.08)* (1.08)* (1.06)*
Monthly LFS*Q4*100 3.5¢ 3.21 3.43
(1.36)*** (1.38)** (1.34)**
Controlling For Personal N Y N N Y
Characteristics
Controlling For Personal FE N N Y N N
R’ 0.0:42 0.0%4 0.01( 0.010 0.021
N 3,31¢ 3,30: 3,31¢ 1,35¢ 1,35¢
F-test: Age Q=Age M 0.6( 0.6 5.92 6.10 5.32
[p-value] [0.394] [0.418] [0.015]** | [0.031]** | [0.021]**

Notes:

Age groups are: 1: 25-34; 2: 35-44; 3: 45-54; 4685

SE are clustered by individuals.

R? in the FE specifications (columns iii & vi) areerall R.
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likelihood of exit from LF ispositively associated with the age variable in the quarsulyey,
but negatively associated with age in the monthly survey. Angt-0é the difference between the
coefficients of age in these samples (last row abl& 10) suggests that the difference is
marginally significant in the FE specification, ahdjhly significant in the estimations of the
flows. Table 10-A documents a similar pattern wihiesm dependent variable was employment,
rather than LFP; yet the estimated impact of mgnititerviews on the regression coefficients is
smaller and its statistically significance is weake

These findings suggest that frequency of intervidas a survey might influence
estimations of determinants of levels of LFP udhigregressions, as well as the estimations of
flows. The apparent impact of panel conditionindg-t regressions and regressions on flows—
but not other regressions on levels—are explairyeBdund et al.'s conclusion in their survey of
measurement errors in survey data: Some variablishw'... seem to be reported with
reasonable accuracy become candidates for concleem wanel data are used in ways that
effectively difference out much of the true variation while increasing thésad' Indeed, both FE
regressions and regressions of flows differencenouth of the variation between individuals,
yet keep statistical noise including panel-conditig-induced biases.

VII. Concluding Remarks

This study uses a rare episode: a large scaleysuihve Israeli LFS, was fully conducted
concurrently at two frequencies: monthly and qubrteThe monthly survey included four
month-after-month phases of interviews, while tlhwarterly survey included two interviews in
the parallel first and fourth months. We can therefestimate the impact of additional
interviews in the second and third months on regabttF outcomes in the fourth month (phase
4).

The study provided evidence that among self-repgrtndividuals, monthly interviews
increased the LFP rate in phase 4 relative to tteeterly survey by 2.6-3.4 percentage points.
Specifically, monthly interviews seem to decredserate of LF exit and somewhat increase the
rate of LF entry among self-reporting individuals. contrast, the effect on proxy reported
individuals, that is, those whose data was supgiiednother household member, is smaller and
statistically insignificant in the cross-sectiorsglecification and practically zero in the panel
specification. This contrast supports the credibibf the results, by suggesting that it is not
merely the differences in the design of the qubrtend the monthly surveys that should have
affected both self-reporting and proxy-reportedvitiials.

The estimated impact of monthly interviews on sefforting individuals could be
explained by means of two mechanisms: Monthly inésvs increase the interviewee’s
preference or familiarity with the questionnaireddris ability not to provide self-stigmatizing
information. Alternatively, monthly interviews irgase the interviewee’s awareness and thereby
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induce him to remain at his job or keep searchorgafjob. As the data in the LFS are based on
interviews rather than on administrative data, weumnable to determine whether the estimated
effect reflects merely miss-reported data by therimewee as the first mechanism suggests, or
an actual behavioral change as the second mechangias. Such interview-induced change in
actual behavior was demonstrated in the context of puisalth by Zwane et al. (2010). In any
event, the minor or non-existent effect of montiyerviews on proxy-reported individuals
suggests that interviewees' preference for reduthieglength of the interviews—which also
applies to proxy-reported individuals—is not thammaechanism at work in our case.

This case study provides some general lessonsdiaggranel conditioning in household
surveys. First, frequent interviews are likely fteet mainly self-reporting individuals and to
lesser extent proxy-reported individuals. In otwerds, this specific panel conditioning is likely
to be more pronounced in surveys in which all & ttata are self-reported, or the share of
proxy-reported data is small, that is, when the Ipeinof adults in the households are small.

Second, panel conditioning is likely to have a treddy large impact on flows between
labor market statuses, while its impact on levelmoderate. In the context of the LFS, this result
implies that LFS-based dynamic analyses are likelyoe biased and portray labor markets
covered by monthly surveys (such as those in tha,tnada and Australia) as having fewer
frictions than labor markets covered by quartetywsys. Indeed, to the extent that the panel
conditioning effect on the interviewees fades duee, our results cast doubts on the credibility
of estimates of changes over time which are basddequent panel surveys such as the monthly
US-CPS. Notably, measuring changes over time isobriee motivations for conducting panel
surveys.

Third, we demonstrated that interview frequency e#fiect coefficients of explanatory
variables in fixed effect regressions on levels aftcomes, and parallel coefficients in
regressions of flows. In the context of our stuthge coefficient of age was positive in the
guarterly survey but negative in the monthly suniyesumably, this difference is a result of the
impact of the monthly interviews on older (45-64iyeld) interviewees but not on younger
ones. Notably, Zwane et al. (2011) provide a sim#sult™® In contrast, the effect of interview
frequency on coefficients of regressions (withoxed effects) on levels of outcomes is likely to
be small as the levels of the variables are rougimiylar in both surveys.

Finally, the differing impact on self-reporting apcbxy-reported individuals highlights the
need to include administrative data generated bystirvey itself, such as the identity of the
interviewee, in standard micro-datasets. Such adtrative data may enable scholars to test the
sensitivity of their results to the survey designother cases, the administrative data may allow

® The health of households that used chlorine bectiusy were frequently interviewed on sources and
treatment of water was not correlated with altéveatvater treatments. In contrast, the health fsegquently-
interviewed-households improved following the ufalternative water treatment.
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researchers to estimate the impact of changeseirsuhvey design itself on outcomes, as this
study estimated the impact of varying the interviesguency.

This study documented the impact of increasingftbguency of interviews from two to
four interviews within four months a short paneheOmay wonder whether surveys of higher
frequency, such as Princeton’s weekly survey ofmpleyed in New Jersé{, suffer from a
larger bias. Similarly, it is plausible that longiinal surveys in which the same individuals are
interviewed over many years, such as the NLY, aigter from a larger panel-conditioning bias.
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Appendix — Additional Tables

The tables below present estimation results orfieet of interview frequency on employment,
while similar results on LFP were presented inegponding tables in main part of the article.
Table 4-A corresponds to Table 4, Table 6-A comesis to Table 6, and so on.

Table 4-A: Cross Sectional DID Estimates of Employent by Reporter

(Pooled sample of persons in phases 1 and 4; Qetdbeember 2011)

Self-Reporting Individuals Proxy-Reported Individuals
i ii iii iv Y Vi
Monthly LFS*100 -2.5¢ -4.5¢% -1.7¢ -0.8( -2.1¢ -0.92
(1.41)* (1.28)*** (1.35) (1.53) (1.46) (1.18)
Phase 4*100 -2.61 -2.61 -0.1¢ -1.07 -1.4C -2.9¢
(1.32)* (1.22)** (1.18) (1.51) (1.45) (1.13)**
Monthly LFS * 4.77 4.93 3.52 1.81 2.33 2.31
Phase 4 *100 (1.58)*** (1.62)* (1.46)* (2.24) (2.23) (1.78)*
Personal
Characteristics N Y Y N Y Y
Month of Survey
FE N N Y N N Y
Subdistrict FE N N Y N N Y
R? 0.043 0.107 0.400 0.0001 0.085 0.3972
N 8,522 8,431 8,431 11,677 11,464 11,464

Note: Robust SE clustered by subdistrict.

Table 6-A: Difference in Differences Estimates ofite Effect of Monthly Interviews on
Employment by the Identity of the Information Provider
(Persons who entered the sample in 2011:Q3, balgrareel)

Dependent Variable: . Reported by Other Household
Self Reported in Phases 1 and 4 Member in Phase 1 or phase 4
i ii iii iv Vv vi
Monthly LFS*100 -2.1% -1.04 1.1 1.81
(3.14) (2.27) (1.95) (1.58)
Q4*100 -1.9C -1.4¢€ -2.0¢ -0.04 -0.1C 0.0¢
(1.18) (1.22) (1.18) (0.84) (0.86) (0.80)
Monthly LFS*Q4*100 3.82 2.7¢ 2.51 0.2¢ -1.0C -0.04
(2.08)* (1.89) (1.44)* (1.39) (1.29) (0.10)
Controlling For. P_ersonal N v N N Y N
Characteristics
ControlllngFFé)r Personal N N Y N N v
R’ 0.000¢ 0.35¢ 0.000: 0.000: 0.34 0.000:
N 2,94¢ 2,90t 2,94¢ 7,89( 7,80 7,89(

Notes:

SE are clustered by individuals.
R?in the FE specifications (columns iii and vi) areerall K.
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Table 10-A: Association Between Age Group and LF Gaomes by Survey Frequency
(Self-reporting25—64 year-old persons who entered the samplelihi:23, balanced panel)

Dependent Variable: Employment Exit from Emp.
i ii iii iv v
Age (grouped)’ -7.3€ -7.0C 132 0.9¢ 0.8t
Quarterly Survey*100 (1.42)*** (1.40)*** (0.98) (10.25) (10.46)
Age (grouped)* Monthly -5.32 -5.01 -11.61 -1.4C -1.32
Survey*100 (1.22)*** (1.21)*** (7.45) (0.72)* (0.73)*
Monthly LFS*100 -13.54 -13.24 1141 10.33
(10.20) (10.11) (6.97) (7.03)
Q4*10C -1.59 -1.58 -1.32
(1.00) (1.01) (0.98)
Monthly LFS*Q4*100 2.50 2.16 2.23
(1.29)* (1.31)* (1.29)*
Controlling For_ Pgrsonal N v N N v
Characteristics
Controlling For Personal FE N N Y N N
R’ 0.C2¢ 0.051 0.C01 0.C06 0.C15
N 331¢ 330z 3,31¢ 1,282 1,27¢
F-test: Age Q=Age M 1.18 114 297 3.63 2.9C
[p-value] [0.27] [0.28] [0.08]* [0.06]* [0.09]*
Notes:

SE are clustered by individuals.
R?in the FE specifications (columns iii & vi) areerall R.
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